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a b s t r a c t

We describe a system designed to facilitate efficient communication of information relating to the

physical world using augmented reality (AR). We bring together a range of technologies to create a

system capable of operating in real-time, over wide areas and for both indoor and outdoor operations.

The central concept is to integrate localised mapping and tracking based on real-time visual SLAM with

global positioning from both GPS and indoor ultra-wide band (UWB) technology. The former allows

accurate and repeatable creation and visualisation of AR annotations within local metric maps, whilst

the latter provides a coarse global representation of the topology of the maps. We call this a

‘Topometric System’. The key elements are: robust and efficient vision based tracking and mapping

using a Kalman filter framework; rapid and reliable vision based relocalisation of users within local

maps; user interaction mechanisms for effective annotation insertion; and an integrated framework for

managing and fusing mapping and positioning data. We present the results of experiments conducted

over a wide area, with indoor and outdoor operations, which demonstrates successful creation and

visualisation of large numbers of AR annotations over a range of different locations.

& 2011 Elsevier Ltd. All rights reserved.
1. Introduction

There is little doubt that augmented reality (AR) has the
potential to change radically the way in which information is
communicated, whether it be for entertainment, navigation, logis-
tics, or one of its many other applications. Even in its simplest
form, the ability to associate virtual content directly with 3D
physical structure and to display that content in situ opens up
a vast range of novel possibilities for storing, presenting and
analysing data relative to the world around us. In entertainment,
distributed gaming takes on a whole new meaning when the
virtual and real worlds are merged, and annotating our surround-
ings with virtual signposts and routing information offers the
possibility of both flexible and tailored navigation well beyond
that provided by current GPS devices.

What is less clear is how this potential is to be realised in
practice. Although huge progress has been made in the research
and development of key elements, notably in the areas of tracking
and display, it remains an open question as to how these
techniques are to be best integrated into complete systems,
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capable of robust and scalable operation over large areas by
multiple mobile users. If AR is to become commonplace and an
everyday tool for a wide spectrum of users, then such operational
performance will be essential. In other words, AR systems need to
be moved out of the laboratory and to be developed into usable
applications.

Of fundamental concern, particularly in the case of mobile AR,
is how to provide a scalable and efficient tracking and mapping
infrastructure. AR systems rely critically on localising the 6D pose
of display devices to allow annotations to be aligned with the
video from a viewing camera. For convincing display this tracking
needs to be both accurate and robust. Efficient mechanisms are
also needed to map the 3D environment, allowing annotations to
be associated directly with physical structure. Finally, global
representations are required for effective navigation and context
awareness.

Many techniques have been developed to address these issues,
using a variety of sensors and for both calibrated and uncalibrated
scenarios. Examples are discussed in Section 2. An important
concern in all these systems is the relative accuracy achieved in
global positioning and local tracking. On the one hand, accurate
tracking is essential for realistic annotation. However, maintain-
ing that accuracy over wide areas for positioning is impractical
without extensive calibration and instrumentation of the envir-
onment, hence severely limiting both the flexibility and scalabil-
ity of the system. This is a key limiting factor in many systems.
The work described in this paper seeks to address this issue.
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Fig. 1. Schematic overview of the ToMAR system showing multiple users author-

ing a scene with AR annotations based on visual SLAM and using indoor (UWB)

and outdoor (GPS) absolute positioning technologies. (For interpretation of the

references to color in this figure legend, the reader is referred to the web version of

this article.)
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We adopt a topometric approach, in which topological global
mapping, using relatively low accuracy outdoor and indoor
positioning, is integrated with higher accuracy local metric
tracking and mapping (see Fig. 1). By topological, we mean a
global mapping system in which the arrangement of features and
places is coarsely correct but also potentially distorted by dis-
turbances such as reflections and occlusions as commonly found
in positioning systems such as GPS or UWB. For local metric
operation we use vision based simultaneous localisation and
mapping (SLAM) to enable the on-line creation of local feature
maps, which facilitates both accurate tracking and reliable relo-
calisation for the insertion and visualisation of annotations.
Overall, this yields a scalable system, with the global topological
map providing context and coarse navigation for both indoor and
outdoor scenarios, and visual SLAM allowing robust and mobile
AR creation and display. Moreover, this is achieved using a
relatively small number of sensors.

In the next section we review related systems and techniques,
followed by an overview of our topometric system in terms of
positioning and mapping in Section 3 and interactive operation in
Section 4. Experimental results illustrating system performance
for both indoor and outdoor operations, including a user evalua-
tion study, are then presented in Sections 5 and 6. Initial findings
of the work were previously reported in [40,41].
2. Related work

An ideal wide area AR tracking system would be capable of
simultaneously providing: (i) high frequency estimates of abso-
lute position in a global reference frame for navigation and
contextual awareness and (ii) locally accurate six DoF pose for
the 3D display of visual annotations. However, it has long been
realised that no single sensor is currently capable of providing
such a complete tracking solution over indoor and outdoor
locations [1,2]. Instead, hybrid tracking approaches that combine
single sensor tracking technologies, such as GPS, UWB, inertial
sensors and cameras, are used to provide a combination of
absolute positioning and local accuracy at the cost of increased
system complexity. This flexibility in the choice and combination
of sensors has led to the proposal of many different types of wide
area AR systems for different applications.
Early wide area AR systems have suffered from various
limitations which have prevented their wide acceptance and
usage. Rekimoto et al. [3] propose a system that attaches
annotations to locations in the environment prepared with
physical markers that can be used to estimate the pose of a
camera. This provides wide area AR capabilities but has the
fundamental limitation of requiring physical modification of the
environment and lacks a global overview of the locations of
annotated content. Similarly, many other wide area AR systems
have been developed that rely on visual markers or known
models of the environment [4–7]. This is fine in locations where
models are readily available but severely limits scalability due to
the cost of constructing and distributing these models, although
one recent system has begun to make use of fire-exit maps which
are available in many buildings [8].

Other systems [9,10] have attempted to tackle these problems
by introducing GPS and inertial sensors to provide a global position
and orientation estimate without markers or models, and the
related problem of managing multiple different tracking systems
has also been considered, for example the Kalman filter ‘meta-
tracker’ proposed to bridge the gaps between tracking systems
[11]. These systems are capable of annotating unprepared areas of
the environment, providing tracking at any location and producing
a complete global map. However, they are limited by the typically
low accuracy of global positioning sensors and the difficulties of
accurately estimating global orientation indoors [11,12].

At the other end of the spectrum, systems have emerged which
construct sets of highly accurate independent local maps using
visual SLAM techniques. For example, Castle et al. [13] present a
visual SLAM system that creates small submaps that are kept
disjoint and then compared against an input image to detect that
the user is in the same area once again. Instead of continuously
tracking the global location of the user, such a system switches
between a ‘tracking’ mode when it is viewing a mapped part
of the environment and a ‘relocalisation’ mode when it is lost
and searching for recognisable mapped features. Providing that the
relocalisation method is robust and reliable, this approach
can be highly efficient, since only the areas which are to be
annotated need to be mapped. However, it does not provide the
user with a global overview of the area of interest and raises the
question of how the user might be expected to navigate between
annotated regions or even know that an annotation will be available
to view in a specific location. For this reason, the scalability of a
system that completely disregards any global reference appears
unrealistic.

Intermediate solutions also exist where the single global map
is broken into local submaps with known global poses, although
these techniques are primarily found in the robotics literature and
have not yet been widely applied to wide area AR systems. Fritz
et al. [14] use visual feature descriptors to enable building
recognition and 2D annotation and GPS provides gating based
on location. Schleicher et al. [15] link local metric visual SLAM
maps together using GPS to build a global topological graph
which can then be optimised using loop-closure constraints.
Tracking within the local maps is highly accurate but the global
position estimate is still limited by the typically low accuracy of
the global positioning and orientation sensors. This can be
improved by using visual odometry to provide more accurate
estimation of the relative transformations between nodes in the
graph or by ensuring that local maps share visual features which
can be used to constrain the global graph [16]. However, main-
taining an accurate global map over a large area can incur
significant overheads to maintain global consistency and detect
and manage loop-closures and may be a waste of effort in
applications which only require the environment to be sparsely
annotated.
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3. Topometric mobile AR

Our proposed system falls somewhere in the middle of the
above spectrum, combining global topological positioning with
local metric mapping. We call this topometric mobile AR (ToMAR).
Fig. 1 shows an overview of the system. Using a method similar to
Castle et al. [13], we use visual SLAM to build highly accurate local
maps in locations we wish to annotate but, in contrast to their
system, we also build a global map based on GPS and UWB
positioning to assist users in locating and navigating to annota-
tions. We use a gating mechanism on global position combined
with ranking based on visual appearance to relocalise users within
the local maps.

It is important to stress, however, that unlike Schleicher et al.
[15] and many other authors of large area visual SLAM systems,
we do not attempt to build a highly accurate global map. Instead
we aim simply to build a global map with sufficient resolution to
enable a user to identify locations where there is interesting
annotated content and navigate to them. For this reason, we value
contextual information, such as the locations of walls and doors,
over and above global positioning accuracy and we provide tools
that allow the user to annotate the global map with this type of
information, similar to the techniques presented by Baillot
et al. [9]. This enables us to completely ignore the problems of
global orientation estimation and optimisation of the global map.
In this way, we avoid much of the overhead and complexities of
combining different types of sensors to build a full global map
whilst still providing the essential functionality of a scalable wide
area AR system. A limitation of the approach is that annotations
can only be visualised inside their own local maps, and not
between maps, since we do not estimate the global orientation
and scale of the local maps. However, since multiple annotations
can be added to each local map, this only becomes a significant
drawback when co-visibility of annotations in widely separated
locations is required.

3.1. Global topological positioning

As shown in Figs. 1 and 2, there are three different modes of
global positioning within the ToMAR system: (A) GPS, (B) floor
plan maps and (C) UWB. A communications infrastructure (in our
case using WiFi) links users and allows them to share their maps
and annotations with each other and with a control centre in
order to generate a global map as shown in the bottom left of
Fig. 1. Local SLAM maps (green circles) are positioned in the
global reference frame at creation using a 3D position estimate
from the GPS, UWB or user interaction. The accuracy of this
registration will depend upon the positioning method in use at
the time of authoring. Again, we are satisfied if the local maps are
only roughly positioned in the global map, since visible annota-
tions will always be displayed with local accuracy relative to the
camera thanks to the automatic relocalisation and full 6D camera
pose estimation in the local map. This also means that we do not
need to refine the initial estimates of the local map positions in
the global map and also that we are able to treat them indepen-
dently and avoid the need to maintain consistency between the
local map contents.

We employ GPS positioning when available which provides an
accepted alignment with an absolute frame of reference. Although
some work has shown that GPS may be usable in some indoor
setups [17], we also employ a UWB indoor positioning system
composed of multiple transponders [18]. We assume that the
UWB system is installed in the building and has already been
calibrated with respect to the GPS reference frame. In a typical
indoor environment, the UWB system provides 3D positioning to
at least metre-level accuracy. However, the accuracy of both GPS
and UWB is affected by obstructions in the lines of sight between
units and reflective surfaces in the environment that add multi-
path effects and make accurate absolute positioning a challenging
problem. Switching between the UWB and GPS systems is
completely transparent to users, since the ToMAR system is left
to determine at any instance if there is coverage by one or the
other system and to make a decision as to which system will be
used with priority (in our case it is the more accurate UWB
system). Recall that our global map is not intended to be highly
accurate and is used primarily to locate and navigate to annotated
regions of the environment, so unfused absolute position esti-
mates are perfectly adequate for our requirements.

If the user wishes to create an annotation when neither UWB
nor GPS are available, the system prompts the user to refine
location interactively on a 2D map shown centred on the last
trusted position fix. The user can then simply select an approx-
imate location in this map. Our system uses street maps showing
only the outlines of buildings but nothing prevents the use of
more detailed map representations. The maps can also potentially
be extended to include architectural floor plans, if available,
which can be further enhanced by user input of contextual
information as described in Section 4. Once more, the end result
is a topological frame of reference. By combining automatic
referencing with the interactive user input we are able to perform
authoring over a wide area.

3.2. Local metric mapping

The choice of visual SLAM to facilitate local authoring and
display of AR annotations is an important one. It provides real-
time 3D camera pose tracking and structure mapping in pre-
viously unseen environments, making it flexible and mobile,
operating without the use of markers or additional instrumenta-
tion. In our case we only require to annotate in localised regions
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and hence we are content with mapping over small areas, some-
thing which current systems are particularly proficient at. There
are a number of possible systems that could be selected for the
task [19–21], using different feature matching and estimation
methods. We have chosen to make use of the approach described
by Chekhlov et al. [20], primarily because of its robustness and
that it complements an effective mechanism for relocalisation
[22]. We provide a brief overview of the method below; readers
should refer to the above references for further details.

In visual SLAM the aim is to estimate the 3D position and
orientation of the camera whilst simultaneously estimating depth
information about features in the scene. The approach by Chekh-
lov et al. [20] utilises an extended Kalman filter (EKF) framework
for this, in which the filter state consists of the 3D pose and a map
of 3D point features. The measurements for the filter are the
positions of the projected point features in successive frames
captured by the camera, related to the state via perspective
projection (we assume a calibrated camera). A useful interpreta-
tion is that of iterative predictor–corrector cycles as illustrated in
Fig. 3. Given a current state and an assumed motion model,
predictions for feature positions in the next frame can be made
along with their associated uncertainty derived from the state
covariances maintained in the filter. The latter provides spatial
gating on image measurements as shown in Fig. 3, hence mini-
mising computation. The most likely match for the corresponding
prediction

measurement

update

3−D pose and point map

Extended

Kalman Filter

spatial gating

Fig. 3. Predictor–corrector operation within the extended Kalman filter for feature

matching and map update in visual SLAM.

Fig. 4. Example of a local map created using visual SLAM: (left) estimated camera pose

showing spatial gatings for matched (green) and unmatched (red) features along wit

references to color in this figure legend, the reader is referred to the web version of th
3D point is then used as the measurement to update the pose and
3D map using the Kalman filter equations [23].

Feature matching is based on image descriptors computed
around the points of interest and at multiple scales. These are
histograms of spatial gradients, suitably normalised with respect
to the dominant orientation, similar to the descriptors used in the
SIFT algorithm [24]. These are known to provide a good degree of
viewpoint invariance [25] and robustness to erratic motion [20].
Scale gating based on the estimated camera pose then enables
matching of descriptors at correct scales [20]. The 3D map
features are initialised using the inverse depth method [26] and
potential features are determined in each frame using combined
application of the FAST [27] and Shi and Tomasi [28] salient point
detectors. We use a combined constant position and constant
velocity motion model, switching between modes according to
the success or otherwise of feature matching, hence adapting to
the camera motion.

The above system allows users to build local maps in the
environment and then insert AR annotations into the map using
an interactive process as described in Section 4.1. Fig. 4 shows an
example of one such map, with the 3D estimates of camera pose
and point map shown on the left and feature matching in the
current frame with the projected annotation shown on the right.
The image regions denote the spatial gatings, with green indicat-
ing a successful feature match and red a failed match. Further
examples of inserted annotations at 16 locations are shown on
the right in Fig. 13 with their positions in a global map shown on
the left (further details are given in Section 5.2). Having built and
stored such maps, a key element in ToMAR is then to relocalise
users in a given map as and when they are in its vicinity. We
consider this in the next section.

3.3. Relocalisation

As users approach an area within which annotations have been
previously created, we require the camera to be relocalised within
the associated local map, enabling tracking to recommence and
and 3D point map with covariances shown in red; (right) view through the camera,

h the projected AR annotation (green rotation arrow). (For interpretation of the

is article.)
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hence allow the display of the annotations. Since the maps are
defined in terms of visual features, this process needs to be based
primarily on appearance—essentially, features detected as the
camera views the mapped area need to be rapidly matched
against those associated with the stored local maps. For effective
on-line operation this needs to be as robust and as fast as
possible, with few or no false positive detections. There are a
number of existing approaches to address this type of problem,
many of which have been developed in the context of visual SLAM
systems.

For example, Williams et al. [29] use a randomised trees
classifier for re-detecting features, combined with a RANSAC
verification step for pose initialisation. The trees are generated
off-line and use a relatively large storage space—about 1.3 MB per
map point [13]. The PTAM system [21] uses a method based on
matching low resolution keyframes and this formed the basis of
the relocalisation over multiple maps [13]. This approach is better
from the point of view of data storage, however, in our experi-
ence, keyframe based localisation is prone to false positives, in
particular when operating in roughly similar areas. Another
popular alternative is to use visual codebooks [30], such as that
used by Cummins and Newman [31] for wide area location
recognition. The codebooks are usually determined off-line using
an optimised clustering process and are therefore not easily
updated on the fly, something which is addressed by Eade and
Drummond [16].

3.4. Single map relocalisation

For ToMAR we have adapted the method described by Chekh-
lov et al. [22], primarily because of its efficiency in terms of
memory requirements and its low false positive rates. It combines
geometric consistency checks with robust visual descriptor
matching, where the latter are the histograms of spatial gradients
used in our visual SLAM algorithm, and fast library indexing using
Haar coefficients. The latter is based on a quantisation table
which is small in comparison to other approaches (e.g. using
randomised trees) and can be updated on the fly. The method
described by Chekhlov et al. [22] was designed to work on a single
map but we extend that approach to work more efficiently with
multiple maps. Furthermore, our method differs from the pre-
vious multiple map relocalisation work by Eade and Drummond
[16] both in the smaller size of the descriptors used and in our use
of a relatively small quantisation table created only from the 3D
features in our local maps. Again, we provide a brief overview of
the method here.

We assume that a map Mi of features has been built previously
and the 3D geometry of features together with their visual
descriptors is available. To attempt to relocalise, salient points
are detected in the incoming frame. Around each point, a fixed-
size patch is extracted, aligned with the dominant orientation, to
give rotation invariance, and the first three Haar coefficients are
extracted. These encode the rough appearance variation of the
patch in the horizontal, vertical and diagonal directions, and are
used to index a quantisation table Qi. Cells in the latter contain
descriptors along with their 3D positions from the stored local
map for which the associated patches have similar Haar coeffi-
cients, i.e. a cell cij in Qi contains a list of features F ¼ ffk, . . . ,fmg

generated at the time Mi was created. Thus, matching is achieved
by comparing the descriptor for the incoming patch with those in
the cell cij and neighbouring cells as illustrated in Fig. 5.

In other words, the Haar coefficients act as a hashing mechan-
ism to reduce the number of comparisons, hence speeding up the
matching process. This is similar to their use for image matching
[32]. Once candidate matches have been found, then a RANSAC
method is used to compute a consistent camera pose. If
successful, and if an annotation linked to Mi is visible in the
current frame, it will then be displayed as an AR object. In our
tests, this approach uses only about 3% of the comparisons needed
by an exhaustive search. The whole process is also fast, usually
relocalising within 50–300 ms, and with less than 1% false
positive results and between 3% and 40% false negative results
in a typical office scenario [22]. Generally, as changes occur in the
environmental conditions and local scene structure, the false
negative rate of the system will increase but the false positive
rate remains low, due to the robustness of the combination of
geometry checks with distinctive visual feature matching.
3.5. Relocalisation in multiple maps

When considering many local maps, the naive approach would
be to run the above process for every map Mi individually,
perhaps gated by location. When the number of maps in a vicinity
is small, that process may be sufficient, but in general we would
need to be prepared to run relocalisation on many maps to ensure
robustness. To this end, we have developed a system of map
ranking based on the single map method by combining the
information of the individual quantisation tables Qi as follows.

We create a master table QM based on all the individual tables
Qi. Indexing into QM is also via the three Haar coefficients
extracted around each salient point in an incoming frame. How-
ever, the cells in QM contain a list of all the maps that have
features in that cell. Therefore if a cell in QM is activated by an
input patch, a list of all possible maps that have to be searched is
obtained. In addition, each cell is weighted by the ‘term fre-
quency-inverse document frequency’ (tf-idf) measure to reflect
the uniqueness of a cell [30]. In this way, cells that activate for
every map will have a lower weight than those that activate for
fewer maps. By combining the weighted lists generated for every
patch on the image, it is possible to rank all maps according to the
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cosine similarity score between the tf-idf vectors for each map
and the current image.

The process is illustrated in Fig. 6 and is very fast as we only
need to look at the weighted frequency of i indices and rank them.
The rank establishes the order in which relocalisation in the
individual maps is to be attempted as per Section 3.4. When the
first relocalisation is successful the process stops and switches to AR
visualisation, since in our experience the single map relocalisation
method very rarely produces false positives in real applications [22].
4. Interactive mapping

4.1. Defining 3D points with a touchscreen

In order to annotate points of interest in the local maps we
require a suitable method for defining 3D points to which the
annotations can be attached. A recent user study [33] evaluates
different techniques for defining a 3D point with a touchscreen
device and recommends a triangulation technique using 3D rays
defined from two different viewpoints and a fixed crosshair in the
centre of the touchscreen. We modify this technique by extending
the number of 3D rays from two to N, where NZ2, allowing the
user to refine the 3D position and improve accuracy. This is a well
known technique from multiple view geometry [34] and is similar
to the construction methods proposed by Baillot et al. [9]. How-
ever, we do not intend users to attempt the more complicated
in situ modeling described in that work or later publications
[35,36,33]. Instead, the 3D points are used to position annotations
selected from a predefined library of 3D models and 2D sprites.

The ‘N clicks’ (NCs) method is illustrated in Fig. 7. Assuming
that we know the local camera pose from visual SLAM, we begin
by defining an initial view of the point of interest by aligning a
fixed crosshair in the centre of the touchscreen with the corre-
sponding point in the camera image. This defines a 3D ray in
space that links the camera with the point of interest. This process
can be repeated multiple times to generate a set of N3D rays. The
3D position of the point is then estimated by applying outlier
detection and least squares optimisation [34]. Furthermore, once
at least two 3D rays have been defined, the estimated 3D position
of the point can be overlaid on the camera image to continuously
provide visual feedback of the current 3D accuracy. This allows
the user to continue refining the position until they are happy
with the accuracy.

4.2. Contextual information

The system also provides tools to sketch the internal structure
of buildings. The aim of this process is not to generate a highly
accurate model of the building but to provide important con-
textual information which can help users to navigate around the
environment. Fig. 8 shows an example of the type of higher level
map that can be created on top of a background street map and a
comparison between the generated map and an architectural plan
of our test site.

Internal structural features, such as walls and doors, can be
added semi-automatically to the map by the users from a
predefined library. A user stands next to the point of interest
and selects the type of structure to be inserted in the map. This
records the current absolute position of the user, as measured by
the most accurate available absolute positioning system (UWB,
GPS or user defined), and inserts the chosen structure at this
location. In the case of linear structures, such as walls, this
process is repeated to define the location of each endpoint in turn.

A team of users working collaboratively together can rapidly
generate a map containing the essential indoor features. The
accuracy of the map is limited by two main factors: the accuracy
of the absolute positioning system and the accuracy of the user’s
real position with respect to the structures being mapped.
However, since the map is primarily used to provide contextual
information to human users, metre-level accuracy is sufficient to
generate a map with useful information. Fig. 8 shows a compar-
ison between the generated map and an architectural plan of our
test site. The access map is correctly limited to the balcony and
stairs regions of the plan (see Fig. 16 for reference image). Offsets
in the structure occur where the user was unable to stand at the
precise location of the feature or where the coverage from the
UWB was poor.

In addition to annotating the map with physical structures,
users are also able to annotate it with images captured from the
camera. Images can be stamped with the 3D location of the
operation taking the photograph and placed into the map.

4.3. Multiple users

A central control centre (CCC) manages the flow of data
between users over a wireless LAN, enabling each user to view



Fig. 8. Example virtual map and comparison with architect’s plan of test site. (left) Structural annotations provide context and a low resolution occupancy grid access map

is generated as the users move around the floorspace. (right) Alignment of the structural elements is within the expected margin of error of the UWB tracking system.

Fig. 9. Switching map contexts: (top-left) adding contextual information in the global map view; (top-right) creating a new SLAM map and annotation in the AR view;

(bottom-left) navigating to an annotation marker using the global map; (bottom-right) viewing an annotation in the AR view after relocalisation.
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the data collected by the other users. The workload of building
and annotating the maps can also be shared between users,
facilitating rapid mapping of the environment. Users who enter
the scene are immediately provided with the latest version of the
map and are able to view annotations that have been added by
other users in their correct context. The OGC Sensor Observation
Service (SOS) standard [37] provides a standardised interface for
sharing observations throughout the system. This enables obser-
vations to be exposed to other devices and applications outside
the system and simplifies the process of defining new sensors and
technologies. The CCC acts as a central interface for external
access to observations and also takes responsibility for controlling
the flow of information around the system to enable it to adapt to
changing network conditions.

4.4. Switching between map contexts

During normal operation, users are free to manually switch
between the global map view and an AR view through the
camera. The global map view provides situational awareness
by showing the locations of all the tracked users and local
maps alongside any additional contextual information that has
been added to the map. The AR view through the camera
displays the AR content associated with the local maps and a
thumbnail screenshot taken when the AR content was created.
Whenever the system successfully relocalises itself in a local
map, the AR annotations are rendered over the camera image
with full 6D pose relative to the tracked camera, allowing the
user to view the content in real-time. When the system is lost,
i.e. when no local maps are visible, the AR view displays the
raw camera image and indicates that the system is attempting
to relocalise.

When the user is in the global map view, the visual relocalisa-
tion is disabled to avoid unnecessary computation. In order to
view a specific local map and its attached annotations, the user
simply has to tap on the corresponding AR annotation icon in the
global map. At this moment, the user is taken to the AR view, the
specified local map is loaded and the system begins to attempt to
relocalise in that map alone, i.e. single map relocalisation. If
relocalisation is successful, then the local AR content becomes
visible in the camera view. If the relocalisation is failing, then the
user can return to the global map view and use it to navigate
closer to the selected local map.

Alternatively, the user may also switch to the AR view without
selecting a specific local map. In this case, the system attempts to
relocalise in the full set of local maps, i.e. multiple map reloca-
lisation with location gating. If any of the local maps is visible and
relocalisation is successful, then that map’s AR content is auto-
matically loaded and becomes visible in the camera view. Simi-
larly, if the user walks around the environment, then the system
will switch between local maps automatically as it relocalises in
different areas. When the user switches back to the global map
view, the automatic relocalisation is disabled again to avoid
unnecessary computation.
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Fig. 9 provides an example of the switching that occurs
between different views as a user builds a map and explores
the annotations inside it.
5. Experiments

All of the system components have been built into a wearable
backpack, which is shown in Fig. 10. Each hardware unit inte-
grates components around a dual core Centrino laptop worn on
the backpack. The interface with the user is displayed on a
handheld touchscreen which has a firewire camera with a
horizontal FOV of 801 rigidly attached to a 3D orientation sensor
(which is not used in this work). The camera is calibrated in terms
of focal length and radial distortion parameters. The touchscreen
also has the UWB antenna attached to it, so that the most
accurate sensors are close together. The GPS antenna is worn on
the backpack’s shoulder strap to enhance reception strength.

5.1. Relocalisation performance

We performed experiments to assess the performance of
relocalisation in multiple maps. For this, we assume the worst
case where no location gating is available. Experiments were
conducted for an indoor scenario with 20 maps and an outdoor
scenario with five maps, as shown in Figs. 11 and 12 respectively.

Although we ignore location gating for these experiments, the
effectiveness of location gating in the final system will be
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Fig. 10. Hardware components of the ToMAR system: (a) the contents of the backpa
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dependent on two factors: the density of the local maps and the
accuracy of the absolute positioning system that is being used.
We assume that applications using the ToMAR system will
typically require relatively sparse annotation of a large environ-
ment, hence a low density of local maps. We also assume that the
availability of UWB, GPS and user input means that we are always
able to achieve a global positioning accuracy of less than 20 m
and that we can know which floor we are on inside a building.
Under these assumptions, location gating should always yield a
low bound on the number of local maps that need to be tested, so
our choice of 20 maps indoors and five maps outside for this
experiment seems reasonable.

The performance of the map ranking was evaluated using
camera tracking and exhaustive single-map relocalisation to
provide a ground-truth estimate of the correct map for each
frame. This was matched against the multiple map relocalisation
ranking computed at each frame and used to plot the cumulative
distribution function of the ranking. The results of the ranking
method were then compared against the baseline case of a
randomised sort of the maps. The plots are shown on the left in
Figs. 11 and 12.

Five different cell sizes for QM were tested. Although average
performance was better than the baseline in all cases, the results
showed that no single cell size gave good results for all maps.
Sorting the maps by their mean rank over the five different cell
sizes improved the average performance and reduced the number
of individual maps that performed worse than the baseline.
Alternative methods of combining the ranks from the different
GPS

UWB
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ck; (b) the system worn by a user showing interaction with touchscreen device.

ilar areas (several tables with red chairs). The cumulative distribution function of

d. (For interpretation of the references to color in this figure legend, the reader is
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cell sizes, such as the median, minimum or maximum rank, were
also considered but provided less performance improvement than
the mean rank method.

In all cases, exhaustive relocalisation over all maps returned a false
positive rate of 0%. This is despite the fact that the test sequences
contain several instances of maps with very similar appearance. This
supports the results by Chekhlov et al. [22] that show the single map
relocalisation method producing very low false positive rates in real
scenes. This low false positive rate means that we can confidently cut
off our tests as soon as we find the first positive match. Therefore, the
ranking procedure allows us to test fewer local maps, on average, per
frame during relocalisation. In the worst case, when no match is
found, we can either test the full set of maps, as normal, or set an
upper bound on the depth to search in the ranking list. This choice of
upper bound will be a trade-off between bounded computation and a
higher overall false negative rate on the relocalisation, resulting from
not testing all of the possible local maps. The graphs in Figs. 11 and 12
can be used to inform this decision. For example, testing only the top
50% of the ranked maps would successfully find the relocalisation in
80% of the frames in our two test cases.

The main limitation of the relocalisation approach occurs when
the false negative rate of the single map relocalisation system
becomes high, for example when lighting conditions have changed
significantly or the camera is viewing the map from a novel
viewpoint where the affine transformation is large enough to
prevent feature descriptors from being successfully matched [25].
In these cases, the relocalisation will simply fail to return a match
and the user will need to adjust their position inside the local
map’s viewing volume. In practice, we can assist this process by
providing screenshots of the annotation to guide the initial align-
ment of the camera with the map.

5.2. Demonstration

To illustrate the wide area operation of the system we assessed
performance over a 0.1 km2 area containing a mixture of indoor
and outdoor locations. The scenario mimics a maintenance task
where users label multiple objects to be revisited by other users
at a later time. In some indoor locations a UWB positioning
system was available to provide absolute position.

A total of 16 local maps with associated annotations were built,
as shown in Fig. 13, in a range of different natural and man-made
environments. Map building took a couple of minutes on average
per local map and the creation of annotations required just a few
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seconds to triangulate each 3D position. The main consideration
when building the local maps was to initialise features covering all
of the desired viewpoints of the map and ensure that their 3D
position estimates were sufficiently well converged to give a good
estimate of camera pose. This required a relatively smooth camera
trajectory with plenty of translational motion for best results. The
use of single map relocalisation meant that it was easy to recover
and resume map building after any temporary losses of tracking
caused by erratic motion or strong occlusions.

In areas with UWB coverage, a 2 m distance threshold was
used and the separation of the constructed maps was such that a
maximum of one candidate map was returned for relocalisation
after location based gating. In one of the maps (map 3), the UWB
accuracy was degraded by the surrounding furniture, producing
position measurements outside the expected distance threshold
and preventing automatic relocalisation. However, single map
relocalisation was successful when the map was selected manu-
ally from the user interface.

Areas with GPS coverage used a 10 m distance threshold and
returned a maximum of two candidate maps for relocalisation. In
areas requiring interactive input to define absolute position, i.e.
locations where both GPS and UWB were unavailable, a 20 m
distance threshold was used and returned between two and six
candidate maps. The multiple map relocalisation method found
the correct map within the first two maps tested on each of the
six occasions it was used.

The time required for relocalisation was very dependent on the
visual complexity of the environment. In outdoor areas containing
foliage, the number of visual features was comparatively high and
single map relocalisation times could be as long as several
hundred milliseconds. In these cases, it was sometimes necessary
to hold the camera stationary for one or two seconds in order to
find a successful relocalisation match. In less complex areas,
relocalisation times were significantly shorter and it was often
possible to relocalise from the continuously moving camera as it
passed through the mapped area.

Our tests were carried out over the course of a single day and
we have not performed any extensive evaluation of the system
over longer periods of time. The system has some robustness to
changes in the local structure of the environment because it uses
a joint compatibility test to discard outliers during SLAM data
association [38]. However, an additional complication during
extended periods of operation may be the effect of varying
lighting conditions, since the visual descriptors that we use are
only partially invariant to illumination changes [24,20]. We
expect that these changes would lead to an increased false
negative rate in the relocalisation.
AR annotation

User

Fig. 14. Example of ToMAR maps: (left) global map showing the location of an annotate

it is tracked in the local map using visual SLAM. The GUI also displays a reference scr

initially fails to relocalise. (For interpretation of the references to color in this figure le
6. User evaluation

Wide area AR systems have received some attention in the
literature, as discussed in Section 2. However, there have been
relatively few attempts to assess this type of system in terms of
its speed and accuracy for annotating a previously unknown
environment. In this section, we present results from a user study
evaluating the mapping and searching capabilities of our topo-
metric mobile AR system (ToMAR) against a baseline set by a low-
tech pen and paper (PþP) method.

It should be emphasised that the primary aim of this evalua-
tion is not to identify one system as being better than the other
but to place the performance of the ToMAR system in a mean-
ingful context. In fact, we would expect the PþP system to
generate good results in the trial, since the tools should be
familiar to the users and provide a great degree of flexibility in
creating the global map and adding contextual information. It
should also be remembered that the ToMAR system is capable of
providing advanced functionality that the PþP system cannot
easily handle, such as viewing live AR content and sharing maps
and data with multiple users. This advanced functionality is not
assessed in this evaluation but provides a strong motivation for
using the ToMAR system in real applications.

We have also constrained the trials to be run in an indoor
location over a relatively small area. Our reason for doing this is
that it provides us with full control over the test environment,
which would not have been possible if we attempted to run the
evaluation over a larger area or outdoors. Since we do not go
outdoors, the GPS sensor was not used in this evaluation, but the
UWB and visual SLAM components were both active and used
for absolute positioning and local map building and annotation
respectively.
6.1. Topometric mobile AR (ToMAR)

The ToMAR system used in the evaluation implements the
design described in Section 3. Since we have calibrated the
alignment of the UWB coordinate system with the global refer-
ence frame, the ToMAR system can display the global map data
superimposed on a background map showing the building outline
and surrounding streets. In this case, we use a low resolution
rasterised version of Ordnance Survey MasterMap vector data
[39]. Fig. 14 shows an example of the global map and AR
annotations generated during the evaluation.

It should be noted that this evaluation only considers the single-
user mode of the ToMAR system. In the full ToMAR system, annota-
tions and maps can be shared between multiple users as they are
created and updated. In addition, we disabled the ability to manually
d point of interest; (right) view of the annotation (red circle) via the touchscreen as

eenshot of the annotation which can be used to align the camera if visual SLAM

gend, the reader is referred to the web version of this article.)



Fig. 15. Example of an annotated pen and paper (PþP) map containing contextual information (e.g. locations of tables along lower wall) and local annotations (e.g.

position of marble on table) with the accompanying photographs taken by the user.

A.P. Gee et al. / Computers & Graphics 35 (2011) 854–868864
add contextual information to the global map, such as the locations of
doors and furniture, in order to clearly focus on the capabilities of the
UWB and visual SLAM components of the system.

6.2. Pen and Paper (PþP)

The PþP system was chosen to provide a low-tech baseline
that the ToMAR system could be evaluated against. The system
consisted of a paper map with a room plan of the building
interior, a pen to add contextual information and local annota-
tions to the paper map, and a camera to capture photographs of
the local areas of interest associated with the annotations. Fig. 15
shows an example of a map created with this system during the
trial. In broad terms, the annotated paper map corresponds to the
ToMAR global map, and the photographs provide a locally
accurate representation of the scene corresponding to the ToMAR
local maps.

6.3. Task description

The two systems were set up in an indoor environment
covering two floors of an open atrium area of a building, shown
in Fig. 16, and containing 10 fixed tables (six on the upper floor
and four on the lower floor). UWB base units were positioned to
give good coverage over the whole environment and selected
tables were set up with textured boards and marbles. The marbles
acted as well-defined points of interest in the scene that could be
used for annotation.

Using textured boards on visually featureless tables ensured
that all of our annotated locations contained broadly equivalent
sets of local visual features. This allowed us to make a meaningful
comparison of annotation accuracy between the different loca-
tions. If we had used more natural locations with differing
appearances, then this type of direct comparison would be
meaningless due to the strong dependence between local accu-
racy and the set of visible features.
The trial itself was split into two stages in order to test the
single-user mapping and searching capabilities of the systems
independently.

6.3.1. Mapping stage

Four tables (two on the upper floor, two on the lower floor)
were set up with a textured board and a marble. The marble was
placed at a different location relative to the board on each table.
Users were instructed to use each system (ToMAR and PþP) to
create a map of two of the marble locations (one on each floor).
They were told that the map should be detailed enough to enable
another user to accurately place the marbles back in their correct
locations if they were removed from the environment.

The completion time for the task was measured from the
instant at which the ToMAR system was initialised, or the user
was given the paper map and camera, until the instant when the
user returned to the starting position of the trial and announced
that they had finished mapping.

6.3.2. Searching stage

All 10 tables were set up with a textured board and a marble.
The marble was placed at a different location relative to the board
on each table and the local ground-truth location of each marble
was recorded relative to one corner of each table. An expert user
mapped two pairs of marble locations with each system (ToMAR
and PþP) to generate four sets of maps. All of the marbles were
then removed from the scene.

Users were instructed to use each system to place a pair of
marbles back in the scene as accurately as possible using one of
the sets of pre-generated maps created by the expert user. This
provided an indirect way of measuring the accuracy of the
registration of the AR annotation with the local map. Each marble
was only handed to the user once they had located the table and
announced that they were ready to place the marble.

The overall completion time for the task was measured, and
also the individual times to position each marble and the local



Fig. 16. Reference images of trial site: (left) locations of UWB base units are indicated by white circles; (right) marbles were placed in the scene as points of interest to be

used in the mapping and searching tasks.

Table 1
The questions asked at the end of each stage of the trial. The questions relating to accuracy and search were tailored to the stage of the trial (questions on the left relate to

the mapping stage, and those on the right relate to the searching stage).

Parameter Question

Effort Which system required the least effort to use?

Speed Which system enabled you to complete the task in the fastest time?

Performance Which system was the least likely to lead to mistakes?

Accuracy Which system generated the most accurate map? Which system allowed you to place the object most accurately?

Search – Which system allowed you to most easily find the general area to place the object?

PþP Rating Overall, how well do you feel you completed the task using pen and paper?

ToMAR Rating Overall, how well do you feel you completed the task using the ToMAR system?
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accuracy of each marble’s location. The overall completion time
was the duration between the user being given their set of maps
and the second marble being placed in the scene. The individual
positioning times were defined from the instant at which the
marble was given to the user until the instant when they finished
placing the marble in the scene. The local accuracy of the marble
position was calculated as the mean squared error with respect to
the a priori ground-truth and measured manually using a tape
measure.

6.4. Procedure and design

The experiment used 12 participants (two female and 10 male)
between the ages of 20 and 35. The participants were researchers
with a background in computer science or electrical engineering.
Some had prior familiarity with the visual SLAM system, but none
were familiar with the ToMAR system. All participants were
tested individually and took part in both stages of the trial
(mapping and searching). The mapping and searching stages of
the trial were conducted on consecutive days and lasted approxi-
mately 30 and 15 min respectively.

We designed a within-subject experiment to evaluate the two
different systems for each task. Over the course of the mapping
phase, each user created one map with each system, each map
containing two annotated marble locations. This gave a total of 12
trials measuring mapping time with each system. During the
searching phase of the trial, each user positioned two pairs of
marbles in the scene using a different system and pre-generated
map for each pair. This gave a total of 12 trials measuring overall
search time with each system, 24 trials measuring local position-
ing time with each system, and 24 trials measuring local posi-
tioning accuracy with each system.

Participants were briefed individually on the way to operate
the two systems and given a practice trial to familiarise them-
selves with each task immediately prior to completing the real
task. The order of presentation of the systems and the selection of
tables for the mapping and searching tasks was counterbalanced
between participants for learning and location effects. The
participants were instructed to complete the tasks as quickly as
possible.

At the end of each stage of the trial, the participants were
asked to complete a brief questionnaire to provide feedback on
their impressions of the two systems. Table 1 shows the questions
that were asked to each participant for the mapping and search-
ing phases of the trial. Participants responded by ticking one of
five boxes, where the boxes defined a range of preference
between the two systems. There was also space on the ques-
tionnaires for participants to add any additional comments which
they wished to make.

6.5. Results

Fig. 17 shows the speed and accuracy results for the different
systems for each task. The mean time to complete the mapping
task was quicker with the ToMAR system (320 s) than with the
PþP system (457 s) (two-sample t-test, p¼4�10�6). However,
the mean time to complete the searching task and position
marbles back in the scene was quicker with the PþP system
(115 s searching, 14 s positioning) than with the ToMAR system
(242 s searching, 41 s positioning) (two-sample t-test, p¼

2�10�6 searching, p¼4�10�12 positioning). The mean error in
the locations of the objects added back into the scene was smaller
with the ToMAR system (2.0 cm) than with the PþP system
(3.1 cm) (two-sample t-test, p¼5�10�11). The number of gross
positioning errors, where the marble was placed in completely
the wrong location, was the same for both systems (four out of 24
trials in each case), suggesting that users were similarly prone to
making mistakes with either system.

Fig. 18 shows the questionnaire responses and user ratings for
the different systems for each task. The rating responses indicate
that the participants felt that they completed both tasks better
using the ToMAR system (two-sample t-test, p¼7�10�3 mapping,
p¼0.04 searching). Questionnaire responses indicate that the PþP
system was perceived to be faster (one-sample t-test, p¼3�10�3)
and less effort to use (one-sample t-test, p¼0.01) for the searching
task, but that the ToMAR system was less likely to lead to mistakes



1

P+P
ToMAR

0
0.5

1.5
2

2.5
3

3.5
4

Position

er
ro

r (
cm

)

Accuracy
P+P

ToMAR

0

100

200

300

400

500

600

Map Search Position

tim
e 

(s
)

Speed

Fig. 17. Speed and accuracy results for the different systems. The timings for mapping and searching were taken over the full duration of the corresponding stage of the

trial. The timings for positioning correspond to the time taken to position a single object during the searching stage of the trial. See the main text for more details.

Neutral

Effort

Speed
Performance

Accuracy

Mapping Questionnaire

P+P

ToMAR

pr
ef

er
en

ce

P+P

Neutral

ToMAR

Effort

Speed
Performance

Accuracy

Search

Searching Questionnaire

pr
ef

er
en

ce

Very poor

Poor

Neutral

Good

Very good
P+P

ToMAR

Very poor

Poor

Neutral

Good

Very good

Map Search

ra
ti

ng

User Ratings

Fig. 18. Questionnaire responses for the mapping and searching trials. Refer to Table 1 for the corresponding questions. In each case, users were asked to express their

preferences using a 5 point rating scale.

A.P. Gee et al. / Computers & Graphics 35 (2011) 854–868866
(one-sample t-test, p¼2�10�3 mapping, p¼0.01 searching) and
provided the most accurate map (one-sample t-test, p¼2�10�12)
and object positioning (one-sample t-test, p¼3�10�8). In con-
trast, the PþP system was perceived to be better for finding the
general location of objects during the searching task (one-sample t-
test, p¼8�10�7). There was no perceived difference in effort
(one-sample t-test, p¼0.09) or speed (one-sample t-test, p¼0.10)
for the mapping task.
6.6. Discussion

In the mapping phase of the trial, the ToMAR system was
faster than the PþP system. This was expected due to the
constrained nature of the possible interactions with the ToMAR
map. In contrast, in the PþP system, users were free to annotate
their maps with as much contextual information as they wished,
and often spent time creating detailed maps. This is supported by
some of the comments from the trial questionnaires: ‘‘pen and
paper requires more thought to determine the most useful set of
annotations’’, ‘‘pen and paper is straightforward but does take
time to get it right’’. In many applications, limiting the users
creative freedom and ensuring a uniform appearance to the
global maps and presentation of information could be seen as
an advantage of a formalised system such as ToMAR.
In the searching tasks, the PþP system was faster than the
ToMAR system. Although this result might be expected, given the
greater flexibility and dexterity of a pen and paper interface over
a touchscreen, we observed that the most significant factor during
the trial was actually the lack of contextual information in the
ToMAR global map. The trial environment was set up using
identical tables which were separated by just 1–2 m from each
other. This distance meant that the accuracy of the UWB posi-
tioning system was sometimes not sufficient to distinguish
between two nearby locations and in these cases the participants
had to visit both locations in turn and rely on the visual SLAM
relocalisation to identify the correct one. In contrast, the addi-
tional contextual information present in the PþP maps provided
an important cue to enable the participants to disambiguate the
general location to place their marble and allowed them to
navigate quickly and directly to the correct table. It also pre-
vented the initial confusion that some users experienced when
they went to the wrong table with the ToMAR system and the
SLAM system (correctly) failed to relocalise. This observation was
supported by some of the comments made by users on the trial
questionnaires: ‘‘the pen and paper [map] had a clear distinction
[between] confusing/ambiguous landmarks’’, ‘‘very difficult to
find the correct area [with ToMAR]’’.

This observation demonstrates the benefits that contextual
information provides for navigation and location tasks. We took
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the decision to use visually similar locations in the trial, which
inevitably affected the ToMAR system more than PþP. The
ToMAR system can easily be modified to allow users to add more
contextual information to the global map, such as the location of
tables, which we believe provides a more scalable approach to
improving navigation performance than trying to increase the
metric accuracy of absolute positioning sensors.
7. Conclusion

Topometric AR systems promise the dual benefits of being able
to operate in wide areas whilst still providing the locally accurate
mapping and tracking required for displaying AR annotations. In
this paper we have presented a topometric mobile AR system that
combines GPS and UWB positioning technologies with user
interaction, providing a topological reference for navigation, and
which uses local visual SLAM for accurate presentation of AR
annotations in local areas of interest. The strength of the approach
is in the scalability of the global topological map to cover wide
areas and the robustness of the visual SLAM relocalisation which
ensures that the system is always able to display local annota-
tions in the correct location independently of the accuracy in the
global map.

The efficiency of the relocalisation has been improved by the
development of a method for the efficient ranking of visual maps.
An evaluation of this method has demonstrated the system
operating over various areas in a maintenance-like scenario
where multiple users are able to find and label objects throughout
the environment.

A user study has evaluated the basic mapping and searching
capabilities of our topometric AR system against a low-tech pen
and paper system and sets the stage for future evaluations of the
more sophisticated capabilities. The pen and paper system pro-
vides a challenging baseline, since it is familiar to users and
provides a great degree of flexibility in adding contextual infor-
mation to the global map. The results of the evaluation suggest
that the contextual information added to the pen and paper maps
is more useful than the absolute positioning data from the UWB
system in assisting a human to navigate between the local
workspaces. This supports the idea of moving towards a topolo-
gical representation of the global map which contains rich
contextual information instead of attempting to improve the
absolute accuracy of the global map. Given the additional scope
for extending the system to multi-user applications and more
complex tasks, we believe that the topometric mobile AR
approach we present has considerable potential.
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